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Notes on replication discussion

Modeling center sites deploy data node

Publish data to a gateway

Theoretically, data nodes can publish to multiple gateways with different access control

For now, assume each data node publishes to a single gateway

Publishing step informs the gateway that the data exists at the data node, makes this discoverable by users

Separate from moving the data to PCMDI

Data node will send disks to PCMDI, which will then publish the data as a replica

Then have two access points: either PCMDI or original data node

Copy at PCMDI will only contain standard output/core, subset of variables

Some modeling centers will not deploy a data node

Will send disks to a site like PCMDI, BADC that will serve the data and publish at the gateway

How to identify the standard output?

If clearly defined subset of DRS is identifiable, then can extract core data

No one has actually done this yet

At PCMDI, run the publishing client again and publish metadata that identifies the standard output/core data as a replica

BADC is a data node for three modeling centers

Publish first to BADC gateway

Then ship the standard output/common core to PCMDI (or PCMDI pulls the data)

PCMDI will publish the standard output as a replica

After BADC publishes, how does PCMDI find out about it?

Can put the data on disk and send it to PCMDI

Or PCMDI can download the data

What is the mechanism by which PCMDI finds out that data exists at BADC?

Use case: GFDL

Runs a data node but not a gateway

1) Publishes model data to PCMDI gateway (send metadata to gateway)

This publishing will be incremental

ESG publishing client runs over the current contents 

1a) Tell PCMDI: replicate me

Could set up an automated mechanism to inform PCMDI

2) Publishing step exposes full dataset at PCMDI gateway

3) Replicate core to PCMDI data node using new core definition table

This may also be incremental

Need to manage the data flow to PCMDI: how big do the chunks need to be before they are replicated to PCMDI? (10 terabytes?)

4) QA on replicated data

5) Publish core data set as replica at PCMDI gateway

6) Exposes core at PCMDI gateway
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Use case: NCAR

Runs a data node and a gateway

a) Publish all model data to NCAR gateway

b) Send core data to PCMDI data node (Gary) and publish core data at PCMDI gateway (Bob or Dean)
c) Metadata exchange

d) (TBD) how to expose multi-gateway replicates? Gateway will have metadata for both original data and any replicas
Use case: PCMDI

Runs a data node (that includes core data) and a gateway

Use case: BADC

MOHL has no data node; sends data to BADC, which runs a Data node and gateway

a) BADC data node publishes data to BADC gateway

b) Copy core data set to PCMDI (either by sending disks or by network)

c) Verify that data was received correctly

d) Metadata exchange among all gateways: BADC, PCMDI, NCAR, etc.

Metadata exchange through OAI

Have not yet specified how to designate replicas

Use case: Updates

Should use same mechanism for initial replication and updates

Identify data that has changed

On startup, this will be all the data

1) Put data in node

2) Need an inventory tool that identifies what has changed: can we use publishing client for this?

3) Use inventory as input to data mover

Use case: File removal/deletions

1) send a list of deletions

2) question of how to handle with versioning

Use case: Core replicated from PCMDI to 5 mirror sites

Question of whether there will be an archival copy of the core data sets managed by PCMDI

Individual modeling sites are responsible for archiving their complete data sets

Versioning 

DRS: with an atomic dataset, the last step is a directory with a version number

What if you only change one out of a hundred files?

Copy the other 99 to a new directory?

Could structure it so that the latest copy of each file is in a directory for the current version

Outdated files stored in other directories

Most likely versioning case: all the data is wrong

Less likely that only a few files will be updated?

Versioning

File-based

Not versioning hierarchies

Will use tags and dates

